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Abstract—The Internet of things (1oT) is leading the world into
a future of ubiquitous connectivity. The heterogeneity wihin the
IoT domain necessitates a highly flexible, secure, dependab
and energy-efficient 10T processor architecture. In this paer,
we propose a novel processor architecture for loT that ren-
ders energy efficiency, high-performance, flexibility, sagrity, and
dependability to meet the diverse application requiremeng. To
address the stringentenergy efficiencydemands of 10T devices,
we propose a two-tiered heterogeneous processor architece
that is composed of ahigh-performance optimized reconfig-
urable host processor which controls a number of low-power
optimized interface processors. The proposed loT archité¢are
also incorporates reconfigurability in host processors’ conputing
and communication parameters and co-processor extensiors
impart flexibility and additional energy savings. The proposed
loT architecture contains various securityco-processor extensions
to support various security primitives including encryption and
decryption, key generation, integrity verification, and device
authentication. Finally, the proposed architecture incoporates
reliability and dependability through various hardware- and
software-based fault tolerance methods. Experimental rasgts
present and compare microarchitecture configurations for lost
and interface processors obtained through an efficient degn
space exploration methodology. We have implemented select
security and dependability primitives of our proposed IoT a-
chitecture on a Xilinx Spartan-6 field-programmable gate aray
(FPGA). Results reveal that our proposed IoT architecture an
attain a speedup of 47.9% while consuming 2.4« lesser energy
for furnishing security and dependability primitives as compared
to an optimized ARM implementation of similar security and
dependability primitives.

Index Terms—Internet of things (IoT), reconfigurable proces-
sor, heterogeneous processor, microarchitecture, sectyj depend-
ability, energy efficiency, fault tolerance

|. INTRODUCTION AND MOTIVATION

approach provides a balance between how much computation
needs to be done locally versus how much computation needs
to be done globally by considering the tradeoffs between
monetary cost, real-time responsiveness, energy effigienc
network latency, and network congestion [2].

In order to make a choice between the above mentioned two
IoT deployment approaches, several loT-specific condsrain
have to be considered such as cost, performance, energy
efficiency, etc. Specifically, 10T devices are mostly batter
powered and thus are highly energy constrained. Some device
must operate throughout their entire lifetime on the bwtter
they are deployed with whereas other devices may have timite
charging mechanisms. All processing and communication ac-
tivities should therefore be highly energy-efficient. Aways
active processor is not a viable implementation for 0T desi
Energy efficiency can be achieved in two ways in 10T architec-
tures. The first way is to deploy IoT devices with single high-
performance processor with energy conserving sleep modes
and the second way is to create a heterogeneous architecture
that consists of a network of low-power processors governed
by a high-performance processor. Out of these two ways of
achieving energy efficiency, the second approach with the
heterogeneous architecture is more promising becauseein th
first implementation, the energy required for waking up ahig
performance processor from sleep mode is high [3]. Hence,
the first implementation, although better than an always@ct
processor implementation, is still relatively energyfiogent
[3]. The heterogeneous architecture has been adopted by ARM
and Synopsys for designing their energy-efficient IoT sohg

[3] [4].

The Internet of things (10T) is a new paradigm in computing Another key constraint that needs to be considered when
wherein everyday physical objects are interconnecteditiiro developing an 10T architecture is the need for interoper-

an intelligent, invisible network fabric which allows fobgects

ability. The IoT ecosystem is diverse, consisting of device

in the IoT ecosystem to communicate, directly or indirectlyvith varying complexities in computation and communicatio
with each other or the Internet for purposes of automatioHpwever, there is still a lack of consensus on standards and
remote data sensing, and centralized management/coh}rol pest practices among the companies to address the issue of
There are two approaches being considered for I0T deplagteroperability. By the time, a standard would be agreed
ments. The first approach involves deploying 10T devices apon and adopted, current loT deployments could become
“dumb nodes” with limited processing and communicationbsolete due to non-conformance of the policies outlined in
capabilities. In this approach, the bulk of the data prdogss the standard. Therefore, companies need to consider imggfitt
and analysis is carried out in the computing nodes higher lgl' deployments with mechanisms to ensure that these loT
in the network hierarchy. The second approach involvesrincaleployments can be easily integrated with other existing

porating higher processing and communication capalsilitie

and future systems as well as be able to implement any

the 10T devices such that only minimal access to computifigture standards, features, and services. The key to future
nodes higher up in the network hierarchy is required. Thigoofing and longevity of 10T deployments lies in hardware



flexibility. Reconfigurable processors can be used to imparthost processor controlling the other two. ARM stated that
flexibility in both processing and communication hardwarmultiple processors are better for lowering power consionpt
in loT deployments. Hardware reconfiguration enables Idm IoT objects since only the processor serving the curigsk t
deployments to interoperate with disparate existing syste would be in active mode while the rest would be in sleep
Hardware reconfiguration also enables 10T deployments to m®de. ARM also proposed a guide to selecting microcon-
reprogrammed to fit any future standards or to implement néwllers for 10T objects [5]. In this guide, ARM argued that
features and services. high-end microcontrollers are suitable for 0T deploynsent
In this paper, we propose the design of a flexible, higlfier two reasons. Firstly, high-end microcontrollers coetel
performance, energy-efficient, secure, and dependabtepro processing tasks sooner and can enter sleep mode to conserve
sor architecture for future loT deployments. We propose power and secondly, larger flash and RAM sizes available
two-tiered heterogeneous and reconfigurable processbi- argvith high-end microcontrollers facilitate implementatief
tecture that consists of a high-performance host processmmplex networking protocols without addition of any new
comprising of reconfigurable computation and communicatigprocessors in the system. These articles clearly demdmstra
units, which controls a number of low-power interface prahe need for having more power-optimized processors in loT
cessors. The two-tiered heterogeneous architectureenahl deployments.
fective energy management and reconfigurability adds éarth Synopsys also proposed the use of multiple processors in
flexibility and energy savings. We also equip our proposddT deployments [3]. Synopsys described the use of two-
loT architecture with security co-processor extensioret thtiered processor architecture in 1oT objects—ultra low pow
support various security primitives, such as encryptiod armbedded processors used to interface with sensing element
decryption, key generation, integrity verification, andvide to collect, filter and process data, and host processor used
authentication. Finally, the proposed architecture ipocaites to manage low power embedded processors. The processor
dependability through various hardware- and softwarestbasarchitecture proposed by Synopsys lowered power consump-
fault tolerance methods. tion by keeping power hungry host processor mostly in
Our main contributions are as follows: sleep mode, similar to the concept used by ARM. Synopsys
« Proposal of a novel two-tiered heterogeneous reconfigiso discussed optimization of processors using confidggirab
urable loT processor architecture that imparts energjgardware extensions for sensor applications [3]. Synopsys
efficiency, high-performance, flexibility, security, and-d stated that adding custom hardware extensions for exgcutin
pendability to meet the diverse application requirementypical sensor functions reduces the processor cycle count
« Proposal obecurityco-processor extensions that leverageequired to execute sensor applications. The reductiogdtec
hardware-based security approaches to support vari®@@int lowers energy consumption either by lowering thekcloc
security primitives including encryption and decryptionfrequency and keeping the same execution time, or having the
key generation, integrity verification, and device autheisame power but shorter execution time.
tication. Contemporary approaches in energy-efficient architesture
« Classification of chip multiprocessor benchmarks inttocus either on computational or communication aspects.
loT-specific application categories and using these bendtiewever, our proposed architecture simultaneously censid
marks and a design space exploration methodology hoth computation and communication aspects for attaining
determine low-power and high-performance microarchitigher performance in energy-constrained 10T devices. Our
tecture configurations for the 10T processor. proposed architecture also takes into account the diyersit
« Implementation of selected security and dependability the loT domain with regards to devices having vary-
primitives of our proposed IoT architecture on a Xilining complexity. The flexibility in our proposed architeatur
Spartan-6 field-programmable gate array (FPGA) andakes it suitable for 10T devices with different energy and
comparison with an optimized implementation on anost constraints. Overall, our proposed architectureemtss
ARM processor in terms of performance and energy promising solution for meeting performance, real-time, e
efficiency. ergy, throughput, latency, and resilience requirementRof
1. RELATED WORK applications in a distributed heterogeneous IoT enviranme
There are many articles released by processor and system-
on-chip (SoC) design companies that outline techniques of Ill. RECONFIGURABLEIOT ARCHITECTURE
increasing processing capabilities in I0T devices. Thete a A two-tiered heterogeneous processor architecture is suit
cles focus on selecting processors suitable for the type aafule for increasing the processing capabilities of 0T e/hiko
size of workload for 10T devices and on designing low-powenaintaining energy efficiency [4] [6]. A high-level schencat
optimized processor architectures for loT. of such a two-tiered architecture is shown in Figure 1. This
ARM proposed a processor architecture consisting of multrchitecture consists of a central host processor with armom
ple homogeneous processors in a single 10T object each serieation unit and a high-performance optimized computatio
ing a different purpose [4]. ARM defined a system with threenit. The host processor is interfaced with a number of low-
Cortex-M processors, one to handle network connectivitg, opower optimized interface processors. The interface msmrs
to manage interface with sensors and actuators, and onecasy out minor tasks, such as collecting data from sensuts a



— of the reconfigurable processing unit to create new processo
PROCESSOR and co-processor instances.
Tier 1 HIGH PERFORMANCE Reconfigurable ProcessoReconfigurable processor instances
are engendered when heavy workloads need to be processed.
oM | ] MM The processor instances are generated by setting the values
4 for a number of tunable processor parameters, such as core
< INTERCONNECT > count, operational frequency, cache subsystem, instructi
: L ) fetch/issue/retire widths, reorder buffer size, branedjmtion,
INTERFACE INTERFACE INTERFACE . )
Tier?2 PROCESSOR PROCESSOR EmE PROCESSOR etc. The choice of values for these processor parameters is
IER Lo POWER Low POWER Low POWER made based on the type and size of the workload. These
OPTIMIZED OPTIMIZED OPTIMIZED . .
processor instances are removed when they are not required

@ @ @ @ 1 t during idle/normal operation to help improve energy effi-
IS ciency.

Co-processor Extensiondg he host processor in our proposed
architecture consists of a humber of co-processor extessio
controlling actuation elements. The interface processefs ig aid in dedicated application-specific tasks. We provide a
quire minimal energy for operation so they do not signifi6ant prief description and uses of these co-processor extesgion
impact the battery life of 10T deployments. Hence, integfaghe subsections below:
processors can always be operated in active mode. The hgstuyrity Since 10T devices are used for sensing and actuating
processor however expends a lot of energy during operationgppiications, the 10T devices are the primary interfaceben
it is only activated intermittently and for limited periadBhe {he digital and the physical world. If an 0T node is com-
host processor is activated when compute-intensive famsfi promised then an attacker acquires the ability to contrel th
such as data-analysis, filtering, and complex securityge@$ physical environment wherein the 10T device is deployed. Fo
need to be performed. _ example, consider an industrial 10T deployment which igduse
Figure 2 shows the details of our proposed two-tier hetergs maintain the temperature of a warehouse at a certain limit
geneous processor architecture for 10T. Our proposed -archy attacker gains direct access to an loT node in the warehous
tecture is able to dynamically reconfigure both computatiqfen s/he can manipulate it to raise/lower the temperature
and communication parameters to attain high performanggige the warehouse beyond the specified limit leading to
and energy efficiency. In the following subsections, weflyie gamage of goods stored in the warehouse. Hence, it is crucial
describe the important components of our proposed 10T Phgt 10T deployments have strong security features to ptote
cessor architectur_e shown_ in Fig_ure 2 and discuss how th%ﬁeainst adversarial attacks. In order to implement strecg-s
components contribute to improving overall performance aRity primitives, higher computational capabilities arguéed.
energy efficiency. To address the need for integrating strong security feature
A. Host Processor in the 10T devices and higher computation ability required t
The host processor of our proposed architecture consistgplement these security features, we incorporate sgotwit
of a computation unit, a communication unit, and storag®ocessor extensions in our proposed heterogeneous pooces
unit(s). Fault tolerance (FT) is provided for differentkas architecture for I0T. The security co-processor exterssiaid
executed by the application and reconfigurable processorsionimplementing strong cryptographic primitives to secdata
a need basis depending on the criticality of function amtbmmunicated to and from IoT devices.
loT application. The host processor allows for reconfigorat ~ Figure 3 shows a high level overview of the security
of selected parameters (e.g., core count, operating frexyque primitives that are provisioned by the security co-prooess-
modulation power, baseband filtering, etc.) of computadiod tensions. These primitives enable confidentiality, intggnd
communication units. The reconfiguration enables the haatthentication in our proposed architecture. We proposg-ha
processor to add processing capabilities to 10T devices foare acceleration for encryption/decryption operatioag).(
mission-critical and/or emergency situations and remdwe tadvanced encryption standard (AES)) and message authen-
added capabilities to switch to an energy-efficient configurtication operations (e.g., hash-based message auth@ntica
tion in idle and/or regular operating situations. code (HMAC)). Having hardware acceleration for these com-
1) Computation Unit:The computation unit within the hostplex security primitives significantly improves perforncan
processor consists of an application processor alongsideral reduces energy cost [7]. Since encryption/decryptimh a
reconfigurable processing unit that houses a reconfigurablessage authentication are key-based primitives, a dezyet
processor and co-processor extensions. is required for executing these security computations.un o
Application ProcessarThe application processor in the comproposed architecture, instead of storing secret keys limeso
putation unit of the host processor operates during idiedabd on-chip storage element, we include a key generation module
operating situations. When compute-intensive or apptioat that is based on weak physically unclonable functions (BUFs
specific tasks have to be performed, then the applicatif8]. The PUF-based key generation module eliminates thd nee
processor is tasked with performing dynamic reconfigunatidor having costly on-chip temper resistant memory. PUFedas

Fig. 1. Two-tiered heterogeneous processor architecturdof.
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reconfigurable loT architecture.

Overview of security primitives in the proposed hegeneous

processor extensions in our proposed I0T processor acehite
ture. The graphics co-processors provide support for gmpl
image analysis operations like image segmentation, edge de
tection, motion detection, etc. Having specialized grephi
hardware on-board lowers the execution time of graphics-
related operations, thereby reducing the amount of time the
host processor has to remain in an active state, which in turn
helps to improve the energy efficiency of the 10T deployments

Signal ProcessingWhile performing sensing and actuation
tasks, I0T devices have to convert signals between analog
and digital domain. In the IoT domain, signal processing
finds applications in various tasks, such as speech recogni-
tion, image compression, audio playback, etc. Our proposed
IoT processor architecture includes a signal processing co
processor extension to provide dedicated support for kigna
processing applications, such as signal filtering, proogss
and transformation functions. The availability of specied

key generation provides a large key space within a smallesrdware for signal processing improves the performance of
footprint as compared to implementing a tamper-resistathie host processor and contributes significantly to maxngiz
memory for secret key storage. For device authenticati@n, \ts energy efficiency.

include a strong PUF-based authentication module. Stron
PUF-based authentication schemes are discussed in [8].

g2) Communication Unit:The communication unit is used
to communicate data with other IoT devices or with com-

Graphics 10T deployments, such as surveillance and monputing nodes that are higher up in the network hierarchy.
toring systems, have to collect and process a large amounafr proposed architecture empowers reconfiguration in the
image data in order to carry out their assigned tasks. Imagemmunication unit to enable an IoT device to communicate
processing operations are compute intensive and highlr dawith other 10T devices in the heterogeneous IoT environment
parallel in nature. They require specialized high perfaroga wherein the devices use different communication architest
computing resources to operate on multiple number of similand networking protocols. The reconfigurability for comnaun
threads in parallel. To provide such specialized suppart foation unit includes modification of radio settings (e.cans-
image-based application domains, we incorporate graiics mission power, antenna gain, modulation, frequency, @pdin



sampling and quantization, baseband filtering, and sigaial genergy. Voltage and frequency scaling is carried out in both
control), data link layer parameters (e.g., channel moimi¢gp the host and the interface processors to further improve the
and association schemes, transmission and sleep sctgeduknergy efficiency of our proposed architecture.
transmission rate, and error checking), and network layer |v. METHODOLOGY AND EXPERIMENTAL SETUP
parameters (e.g., routing, quality of service manageneT, |n this section, we describe the experimental setup for two
topology control). _ _independent set of experiments that we have performed for ou
3) Storage:In our proposed IoT architecture, storage unit§yoposed 10T architecture. In our first set of experiments, w
are present in both the computation and communication unif§e a design space exploration method for microarchitectur
within the host processor. The storage unit within the compyarameter tuning to determine microarchitecture paramete
tation unit is used for storing data for a variety of purposeg, high-performance optimized host processor and lowgrow
such as aggregation, analytics, mining, and archivalrfate ,imized interface processor(s). In our second set of ex-
processors gather data from different sensing elements afiments, we implement and compare selected security and
store that data in the storage unit. When complex data opg&pendability primitives and compare the result in terms of
ations, such as filtering, sorting, etc., needs to be pe'édrmperformance and energy efficiency. The methodology and
on the aggregated data, then the host processor reads @@fsrimental setup for these experiments are describesvbel

from the storage unit and operates on it. The storage unit . . . ' . .
also holds reconfiguration binaries that are used to perfo Determining microarchitecture configurations usingigas
ppace exploration

dynamic reconfiguration of modules within the reconfigueab o ) )
computation unit. The storage unit further stores locallier In order to optimize the microarchitecture parameters ef th

vant historical data which can be utilized by the host preaes N0St and interface processors used in our proposed heteroge
for analytics and making control decisions. The storage uff€ous 10T architecture, we employ a design space exploratio

within the communication unit holds configuration parameteMethodology that we have detailed in our previous work [10].
for software defined radios, network topology informatiets, Ve utilize a four phase exploration algorithm consistingref

4) Fault Tolerance:Faults can result in 10T devices duringfollowing phases: initial one-shot optimization and paeaen
normal operation due to environmental fluctuations (jtterSignificance phase, set partitioning phase, exhaustivectsea
noise, radiations, etc.) or due to aging. The effects otdaum Phase, and greedy search phase. We run our experiments
loT devices can be mitigated by designing loT devices to 98 @ cycle accurate multiprocessor simulator called ESESC
fault tolerant. Fault tolerance is particularly importdot loT ~ (Enhanced Super ESCalar) [11] and use a set of PARSEC
devices deployed for mission- and safety-critical appigees. (Princeton Application Repository for Shared-Memory Com-
Fault tolerance can be provided through both hardware apiers) and SPLASH-2 (Stanford ParalleL. Applications for
software methods. The fault tolerance techniques employeared memory, version 2) benchmarks [12] [13] [14] to
by our proposed loT architecture include: (i) fault tolezan Provide test workloads of varying types and sizes. We use a
by redundant multithreading (RMT), referred to as ,:T_RM-px’ve_lghted objec_t|ve fqnctlon for ranking the d|fferent.rmar-
(i) FT-RMT enhanced with quick error detection (QED) [9];ch|_tect_ure conf_lguranons t(_ested by our search algorithrhs.
(iii) dual modular redundancy (DMR); (iv) Berger code basef@iPiective function is a weighted sum of the total power and
totally self-checking combinational circuit (TSC): and ault total e_xecutllon time deS|_gn metric values that are pbtamed
tolerance using self-reconfiguration in DMR (FT—SR-DMR)from S|mula_t|on. The _deS|gn space for the host and interface
FT-SR-DRM performs dynamic self-reconfiguration to replad®r0c€ssors is shown in Table I.
the faulty instances of the hardware module/component with Security and dependability approaches
new instances by exploiting partial reconfiguration feataf For verification of performance and energy-efficiency of
Xilinx Spartan-6 FPGA. security primitives afforded by our proposed loT processor
B. Interface Processors architecture, we implement AES-128 for rendering confi-

The interface processors are optimized for low-power opefentiality (encryption and decryption operations) andusec
ation and are tasked with controlling interface componentsash algorithm (SHA) based HMAC for message integrity
such as sensors and actuators. Reading data from senser#ication. We have implemented the following dependabil
and sending control actions to actuators has to be performigd primitives as outlined in Section IlI-A4: FT-RMT, FT-
in short regular intervals, and thus require an always actiRMT-QED, and FT-SR-DMR. We test two software-based
processor. The low-power interface processors are wektduiimplementations in this experiment. The first is baseline
for these sensing and control applications because keepéiegign (BD) that implements AES-128 and SHA-2 and has
these interface processors in active mode has minimalteffao code optimizations. The second is optimized baseline
on the battery life of an 10T device. design (OptBD) that implements AES 128 and SHA-3 and
C. Dynamic Voltage and Frequency Scaling Controller incorporates code optimizations such as loop unrollinghea

Our proposed architecture also incorporates a dynamie vatvare programming, alignment of data structures to caclee li
age and frequency scaling (DVFS) controller that adjusts thoundary, etc. Both BD and OptBD are implemented on a 32-
operating voltage and frequency of various hardware comgut quad-core Cortex-A9 ARM application processor prooess
nents for meeting performance requirements while consgrvirunning Ubuntu 14.04.4 LTS at 396 MHz clock speed. Our



TABLE | TABLE Il

DESIGN SPACE FOR MICROARCHITECTURE CONFIGURATION PARAMERS MICROARCHITECTURE CONFIGURATIONS FOR LOWPOWER OPTIMIZED
FOR HOST AND INTERFACE PROCESSORS AND HIGH-PERFORMANCE OPTIMIZED PROCESSORS FART
Parameter Name Set of Settings Microarchitecture Configurations
Low-Power High-Performance Parameter Name Low-Power | High-Performance
Cores 1,24 2,4,8 Cholesky Blackscholes
Frequency (MHz) 75, 100, 125, 150 1700, 2200, 2800, 320( Cores 1 8
L1-I Cache Size (kB) 8, 16, 32, 64 8, 16, 32, 64, 128 Frequency (MHz) 75 3200
L1-D Cache Size (kB) 8, 16, 32, 64 8, 16, 32, 64, 128 L1-1 Cache Size (kB) 8 64
L2 Cache Size (kB) 256, 512, 1024 256, 512, 1024 L1-D Cache Size (kB) 32 128
L3 Cache Size (kB) 2048, 4096 2048, 4096, 8192 L2 Cache Size (kB) 256 256
L3 Cache Size (kB) 2048 8192
TABLE Il Total Power (W) 0.0934 4.549
CATEGORIZATION OF TEST BENCHMARKS ACCORDING TAOT Execution Time (ms) 327.958 28.1239
APPLICATIONS
loT Application Benchmarks values for total power and execution times returned from the
Data sensing and aggregation Cholesky, Radix simulations. The power value ranges in the order of a few
Data analysis and Data mining Blackscholes, Freqming hundred milliwatts (mW) and the execution time ranges in
Graphics , ___| Facesim, Fluidanimate the order of a few hundred milliseconds(ms). We observe that
Signal processing and Communicatign FFT

the resulting design heavily favors low-power consumpbgn
proposed IoT processor architecture implements AES-188crificing performance (high total execution time). The-lo
and SHA-3 on a Xilinx Spartan-6 FPGA. We refer to thggower usage of this microarchitecture makes it suitable for
implementation of our 10T processor architecture on FPGA ase as interface processor which can remain in active mode
ITAF. The ITAF incorporates dependability by implementingndefinitely without significantly hampering the energy bed
FT-SR-DMR (Section I1I-A4). We also compare FT and nonef I0T devices.

fault-tolerant (NFT) implementations in terms of perfomoa ~ 2) Microarchitecture configuration for high-performance

and energy efficiency. Our previous work [7] provides furthe?Ptimized processors for loTTable Ill shows the microarchi-
details on the implementation. tecture configurations obtained for Blackscholes benchksar

from the PARSEC benchmark suite. We use this as an example
_ ) V. RESULTS to discuss the microarchitecture configuration requireugn-

In t_h|s sectlon_, we _presen_t the results for the two sets Bérformance optimized host processors. We observe that for
experiments outlined in Section IV. the Blackscholes benchmarks, which is classified under data
A. Microarchitecture configurations obtained from desiganalysis and data mining category in Table Il, performance
space exploration improvement is achieved through higher operating frequenc

loT devices operate on a wide variety of workloads of diffe3200 MHz) and core count(8-cores). The size of the L1-D
ent types and sizes. We broadly separate these workloaxls _ﬁ:ﬁche an_d L2 cache for this m|croafch|tec_ture configuration
four different categories relating to common loT applicati S also high because Blackscholes is a highly data-parallel
or processes. We classify the benchmarks from the PARSB@NCchmark. This is typical of the type of data analysis tasks
and SPLASH-2 benchmark suites into these categories baéd} need to be performed on data aggregated from each
on the closest loT application that the benchmarks resemt8NSing element in an oT device. Since the host processor
The categorization of some of the key test benchmarks udgdeduipped with reconfigurable computation unit, the core
in our experiments are shown in Table II. count and_the operating fre_quency can pe dynamically altere

1) Microarchitecture configurations for low-power opti-TNe resulting design, in this case, heavily favors perforcea
mized processors for loTTable Il shows the microarchi- (total execution time) over total power. The total powereal
tecture configurations obtained for the Cholesky benchmaiR in the range of a few watts whereas the execution time
from the SPLASH-2 benchmark suite. We use this as an exalf-in the range of few tens of milliseconds. As the power
ple to discuss the microarchitecture configuration requine "equirement for the host processors is high, as shown by this
low-power optimized interface processors. We note thattfer €xample microarchitecture configuration, it must be mostly
Cholesky benchmark, our design space exploration method#Pt in the sleep mode and only be activated infrequently and
ogy selects the lowest operating frequency (75 MHz) and cdRy shor_t periods of time. This is necessary to conserve the
count (single-core). This is because high operating fraque battery life of the IoT.deV|_ces. However, since these preces _
and high number of cores in the processor directly influenc@@e shorter execution times, the processors have to remain
the power consumption of the processor. The size of the L8Ctive for a shorter period of time to complete their desigda
D cache in the resulting configuration is also large becaul@sks as compared to the processors not optimized for high
of the large workload offered by the Cholesky benchmarRerformance.
This is representative of the growing loT ecosystem in whidd. Comparison of Security and Dependability Primitives
large volumes of data are gathered from a large number ofin this section, we present the results for performanceg(tim
sensing elements. In Table lll, we have also included the ;:s) and energy(J) for completing one AES encryption



TABLE IV
PERFORMANCE AND ENERGY RESULTS FOBD, OPTBD, AND ITAF.

. Baseline Design (BD) Optimized Baseline Design (OptBD) FPGA Implementation (ITAF)
Operational Mode T E T E T E
FT Mode ime nergy FT Mode ime nergy FT Mode ime nergy
(ms) | () (ps) () (ms) | (1)
NFT X 257 | 13.137 X 189 9.661 X 490 | 2.170
FT-RMT 411 | 21.010 FT-RMT 207 10.581
FT FT-RMT-QED | 589 | 30.109 | FT-RMT-QED | 313 16.000 FT-SR-DMR | 653 | 6.647

computation plus one HMAC computation for BD, OptBD, In this paper, we have also implemented selected security
and ITAF. and dependability primitives of our proposed IoT architec-
1) Timing Analysis: Table IV shows the timing perfor- ture on a Xilinx Spartan-6 FPGA and have compared the
mance of BD, OptBD, and ITAF. Comparison of BD andesults with baseline and optimized implementations on an
ITAF reveals that NFT ITAF is 52.456 faster than NFT BD. ARM processor in terms of performance and energy effi-
Furthermore, after embedding FT in BD by FT-RMT and iriency. Experimental results show that the FPGA-prototype
our FPGA implementation by FT-SR-DMR, ITAF is 62.94 implementations of security and dependability primitivafs
superior than BD. Lastly, ITAF with FT-SR-DMR provides aour proposed IoT processor architecture outperform ARM-
speedup of 90.19 over BD in FT-RMT-QED mode. based implementations by 47.93while consuming 2.4
Comparison of ITAF and OptBD shows that NFT ITAF isesser energy. These results support our concept for imgud
faster than NFT OptBD by 38.57. Moreover, FT-SR-DMR in hardware-based security co-processor extensions in tee ho

ITAF surpasses FT-RMT in OptBD by 31.69 Furthermore, processor of our proposed architecture. As our future wioek,
a speedup of 47.93 is achieved with FT-SR-DMR in ITAF plan to prototype additional features of our proposed sgcur

over OptBD with FT-RMT-QED.

coprocessor extensions, such as device authenticatiokegnd

2) Energy AnalysisTable IV depicts the energy consumpyeneration using PUFs.

tion results of our implementations of security and depéitda

ity primitives. The comparison between ITAF and BD reveals
that NFT ITAF is 6.05 more energy efficient than NFT BD. [1]
ITAF with FT-SR-DMR is 3.16< more energy efficient than
BD with FT-RMT and 4.5% more energy efficient than BD [2]
with FT-RMT-QED.

The comparison between ITAF and OBD shows that NFF
ITAF results in 4.4% more energy savings than NFT OptBD.
Additionally, ITAF with FT-SR-DMR gives 1.59 more en-
ergy savings than OptBD with FT-RMT, and X4imes more
energy savings than OptBD with FT-RMT-QED, respectivelyjg]

(4]
(5]

VI. CONCLUSIONS

In this paper, we have proposed the design of a noveh
two-tiered heterogeneous processor architecture for haf t
imparts energy efficiency, high-performance, flexibiligg-
curity, and dependability to meet the diverse applicationg]
requirements. Our proposed architecture consists of a- high
performance optimized reconfigurable host processor that ¢
trols a number of low-power optimized interface processors
We utilize a design space exploration methodology for pro-
cessor parameter tuning, using a cycle-accurate simul
(ESESC) and a standard set of PARSEC and SPLASH-2 chip
multiprocessor benchmarks, to determine example microar-
chitecture configurations for the host and interface procé§1
sors. From the resulting microarchitecture configuratioves
observe that the high-performance optimized host processo
requires a higher core count and operating frequency 4
compared to the low-power optimized interface procesdoe. T[13]
size of the different levels of caches in the microarchitest
configuration depends on the size of the workload. Resufté!
indicate that the resulting microarchitecture configanadifor
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